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Preface

The anthology »Rethinking Responsibility« brings together contributions from
the conference of the same name held at the University of Tübingen in November
2021. After two years of the pandemic, this was the first face-to-face event for
most of the participants and we look back on the fruitful discussions that took
place.

We would like to take this opportunity to thank all the sponsors of the con-
ference and the publication of the conference proceedings. Special thanks go to
the German Research Foundation (DFG) and Kärcher SE for supporting the con-
ference; and to Universitätsbund e.V., the Evangelische Landeskirche in Würt-
temberg, the Evangelische Landeskirche Baden and the Evangelical Church in
Germany (EKD) for their support in publishing the conference proceedings. We
would also like to thank Katharina Gutekunst from Mohr Siebeck for her excel-
lent support of the project. Furthermore, our thanks go to the editors of the series
»Perpektiven der Ethik«, Reiner Anselm, Thomas Gutmann and Corinna Mieth
for the opportunity to be included in this series.

The volume contains contributions from eminent scholars from a variety of
disciplines who look at the problem of responsibility from different perspectives.
The contributions offer a wealth of ideas and impulses for further research and
debate on the topic. We hope that the conference proceedings will make an im-
portant contribution to the current debate on responsibility, helping to broaden
our understanding of responsibility and inspiring us to find new ways of putting
responsibility into practice.

Elisabeth Gräb-Schmidt, Ferdinando G. Menga and Christian Schlenker
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What Transformation Do We Believe in? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Jure Zovko
Ethics of Responsibility for the Era of Globalisation? . . . . . . . . . . . . . . . . . . . . . 95

Ingolf U. Dalferth
Endlichkeit und Verantwortung. Menschsein im Zeitalter der Technologie . . 111



VIII Table of Contents

III. Intergenerational Responsibility

Rachel Muers
Future Generations as Horizon of Responsible Action
in the Climate Crisis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Lisa Guenther
Intergenerational Responsibility for Settler Colonial Violence . . . . . . . . . . . . . 151

Ferdinando G. Menga
Taking Care of Those Who Cannot Claim Rights. Intergenerational
Responsibility as a Challenge in a Post-Pandemic Era . . . . . . . . . . . . . . . . . . . . 177

Hans Lindahl
Place-Holding the Future. Legal Ordering and Intergenerational Justice
for More-Than-Human Collectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Friedhelm Meier
Standpunktbezogene Zukunftsverantwortung. Zukunftsethik jenseits von
neutraler Technikfolgenabschätzung und akademisch-konzeptionellen
Metadiskursen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

List of Contributors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

Index of Names . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
Index of Subjects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241



Rethinking Responsibility

Introduction

Elisabeth Gräb-Schmidt, Ferdinando G. Menga
and Christian Schlenker

Our time is a time of crisis and a time of searching for responsibility. More and
more it is becoming apparent that it is also a time of crisis for the concept of
responsibility. This volume explores the question of how responsibility can be
rethought so that it can continue to serve as a guiding concept for action and
prudent consideration.

By looking at the social implications of current technological developments
in the field of machine learning, the current challenges facing the concept of re-
sponsibility can be highlighted. Artificial intelligence as an access point reflects
the social call for responsibility that is heard every time a »new innovation in
artificial intelligence« is in the headlines. Developments in the field of artificial
intelligence are characterised by the fact that they not only have complex algo-
rithmic structures, but also give rise to complex social entanglements.

The conference on the topic of Rethinking Responsibility, which is docu-
mented in this volume, was a feast of encounters. All the speakers were happy
to be able to come together in analogue form after two years of exclusively dig-
ital presence, and this on a topic that is naturally predestined for the temptation
to allow everything physical to flow into the virtual. But it is precisely there
that we have experienced how important the personal, also bodily encounter is
in the situation of crisis, of the Covid-19 Pandemic. The importance of the bod-
ily, we experience it precisely when it is absent. For the question of the theme
»Rethinking Responsibility«, the relevance of personal relationships and real-life
encounters for the determination of the human being, her freedom and capacity
for responsibility will have to be considered, if not brought to the centre.

If it is assumed that responsibility is a relational concept with at least three
relata, namely, that somebody is responsible for something to someone, then this
implies that individuals can justify their actions and give reasons for them. Re-
sponsibility is therefore essentially individual, although one can speak of coop-
erative and systemic responsibility. Responsibility presupposes the ability to act
and to judge, that is, to start an action and to deal with the consequences. And:
responsibility presupposes the visioning of a goal.
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Against the background of this definition of responsibility as an obligation to
be able to give an account, the power of human intelligence must also be exam-
ined with regard to its preconditions in its educational and developmental history.
This also includes the social and cultural environment into which traditions have
entered and which has developed institutions in which the human being – and this
precisely as a bodily constituent – participates and learns to engage with them.
Such a conception of responsibility, therefore, refers above all to the present or
to the past. But what about the future? Not only the presently urgent question of
ecological conditions, responsibility for man-made climate change, which above
all affects the future to a far greater extent than the present, but also the tremen-
dous advances in the field of technology of computer science, medicine and bi-
ology raise concerns when the question of responsibility is asked.

Who should and can take responsibility in the face of this challenge? Is it
really the individual human being, is it institutions or systems, or can responsi-
bility even be delegated to machines? Alongside the question of the human being,
this concerns the question of the human-machine relationship. And because of
this questioning, the classical philosophical questions of anthropology, such as
»what is the human being?« or »what is the conditio humana?«, need to be re-
evaluated and redefined. In the 1950s, human beings and machines were still
diametrically opposed to each other. As correct as this view is, on the one hand,
it is also misleading on the other. Human beings and machines are intertwined
through technology. Our technologies form a real intermediary space in which
the vitalisation of the technical and the mechanisation of the vital take place as an
indissoluble symbiosis. Apparatuses keep us alive; in the apparatuses, life now
appears almost to be able to perpetuate itself. Arnold Gehlen’s definition that
human beings are deficient beings (Mängelwesen),1 – which can be traced back
to Herder or as far as Plato – no longer, if ever, holds. For it seems that with ad-
vanced technologies it is not just a matter of compensating for a lack of instinct,
but rather technical intelligence means an increase in the scope of possibilities
for humans. The reach of technology increases the reach of human action. We
can see this in the already long-existing entanglements of human beings and ma-
chines, be it the pacemaker, be it prostheses etc., be it AI, be it implants into the
brain to alleviate Tourette’s syndrome, a phenomenon in Parkinson’s disease.

These considerations also influence the question of whether there is a cate-
gorical difference between human and artificial intelligence, or whether only a
quantitative distinction between human beings and machines can be identified,
which will level out in the near or distant future and which holds out the prospect
of an approximation of human beings and machines up to and including their
identification. But what would that mean for the question of human responsibil-
ity?

1 Cf. ARNOLD GEHLEN, Der Mensch. Seine Natur und seine Stellung in der Welt, 10th ed.,
Frankfurt am Main: Athenaion 1974, 36.
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Here, the question of delegability of aspects of responsibility to machines and
the clarification of the peculiar nature of human responsibility is raised. Neither
can be made comprehensible independently of its conditions and origins.

Human intelligence is bound by tradition. It always refers to the experiences
of others, to which one’s own behaviour is linked. In communication and interac-
tion, however, one’s own experiences are formed, which then also initiate dealing
with the experiences of others and the development of a sense of responsibility.

But what about the responsibility for the future? Doesn’t the duty of respon-
sibility reach a limit here? Responsibility should in principle be able to be devel-
oped from a holistic perspective. However, in view of the finiteness of human be-
ings, such a perspective is not affordable to us. This principled limit is reinforced
and manifestly experienced when our responsibility is to be directed towards the
future. In any case, the question of responsibility cannot be asked without consid-
ering the factor of time. It is time that makes both our finiteness and our dynamic
and plastic freedom be formed in-between past and future. We are exposed to
the future, but we cannot overlook it, we cannot anticipate everything, we cannot
predict developments exactly, nor can we react to the demands of future gener-
ations. But the complexity of knowledge formation arising in tradition and the
present from individual and sociogenetic and sociocultural experience enables
human beings to deal with the openness of the future, and that also means keep-
ing knowledge present against the background of the always concomitant non-
knowledge. Knowledge is embedded in an open horizon of not-knowing. It is
precisely the knowledge embedded in this openness of not-knowing that makes it
possible for thinking to deal with complexity, which is important for the assump-
tion of responsibility that is always challenged by the situation. Attention must
be paid to this not-knowing that accompanies cognition and action in the analyses
of what constitutes human rationality, if any, in relation to AI. What possibilities
and what limits are therefore revealed by advanced technologies to penetrate into
the realms of the humanum, to occupy them and to perceive or replace the bodily
with the virtual, intelligence with AI and responsibility with algorithms, that is
the subject of the reflections in this volume.

First of all, it is necessary to highlight why and which concepts of responsibil-
ity are challenged to what degree by the complex social structures that are created
by an increasing complexity of contexts, algorithmic or otherwise. Responsibil-
ity is usually conceptualised according to the liability model, or imputatio. This
notion of responsibility is largely oriented towards a legal framework.2 The ques-
tion that this concept of responsibility is intended to answer is who can be held
accountable for certain consequences. It is this concept of responsibility that is
crucial for law and legal applications. Responsibility can be analysed with the

2 Vgl. IRIS MARION YOUNG, Responsibility for Justice, Oxford: Oxford University Press
2011, 95–98; IRIS MARION YOUNG, Responsibility and Global Justice. A Social Connection
Model, in: Social Philosophy & Policy Foundations 23.1 (2006), 102–130, 116–118.
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help of a formula, to which at least three relata are essential. Responsibility,
thereby, is defined as a relation, according to which, an agent is responsible for
a (determinable) object towards someone.3

This rudimentary formula could be extended by further relata, such as an en-
tity in front of which someone is responsible or the normative order which ex-
plains why someone is responsible.4 However, the three relata highlighted here
can be used to trace an essential feature of the liability model of responsibility.
As objects, consequences are considered, which have occurred (or will occur)
due to the possibility (for instance with regard to circumstances and knowledge)
of an agent to have intervened (to intervene) in the course of things (by acting
or omitting) so that the specific outcome can be causally linked to these actions
or omissions of actions. The relation, which is thereby described as responsi-
bility, is essentially aligned with the category of causality within the attribution
paradigm.5 The action of an agent has changed (can change) a causal chain in
such a way that a result has occurred that would not have occurred (will not oc-
cur) without his action. Or an agent could have intervened (can intervene) in a
causal chain in such a way that a certain consequence would not have occurred
(will not occur). This is, for example, how Max Weber, the father of the ethics of
responsibility, defines responsibility: »daß man für die (voraussehbaren) Folgen
seines Handelns aufzukommen hat.«6

3 Vgl. JANINA LOH, Strukturen und Relata der Verantwortung, in: Ludger Heidbrink/Claus
Langbehn/Janina Loh (ed.), Handbuch Verantwortung, Wiesbaden: Springer 2017, 35–
56, 39; EVA BUDDEBERG, Verantwortung im Diskurs. Grundlinien einer rekonstruktiv-
hermeneutischen Konzeption moralischer Verantwortung im Anschluss an Hans Jonas, Karl-
Otto Apel und Emmanuel Levinas, Berlin and New York: De Gruyter 2011, 12; MARK COECK-
ELBERGH/JANINA LOH, Transformations of Responsibility in the Age of Automation: Being
Answerable to Human and Non-Human Others, in: Birgit Beck/Michael Kühler (ed.), Tech-
nology, Anthropology, and Dimensions of Responsibility, Stuttgart: J.B. Metzler 2020, 7–22,
9; JANINA LOH, Responsibility and Robot Ethics. A Critical Overview, in: Philosophies 58.4
(2019); PAUL RICŒUR, Le concept de responsabilité. Essai d’analyse sémantique, vol. 11, 206
1994, 28–48, 28–29.

4 Vgl. bspw. LOH, Strukturen und Relata der Verantwortung, 39. PHILIPP STOELLGER, Ve-
rantwortung wahrnehmen als Verantwortung aus Leidenschaft, Berlin and Heidelberg: Springer
2022, 11–12 identifies a total of seven relata that should be considered and draws attention to
the various dimensions of the context in which responsibility is placed.

5 Cf. JOSEPH METZ, Preemptive Omissions, in: Erkenntnis 87.3 (2022). Ludger Heid-
brink, for instance, points out that the (at least) three-relata concept of responsibility presup-
poses »Freiheit, Kausalität und Willentlichkeit [...], damit jemandem die Folgen seines Han-
delns gerechtfertigterweise zugerechnet werden können.« (LUDGER HEIDBRINK, Kritik der
Verantwortung. Zu den Grenzen verantwortlichen Handelns in komplexen Kontexten, Weiler-
swist: Velbrück Wissenschaft 2022, 23).

6 MAX WEBER, Wissenschaft als Beruf, 1917/1919 – Politik als Beruf, 1919, in: Wolfgang
J. Mommsen/Wolfgang Schluchter (ed.), Max Weber Gesamtausgabe, vol. 1, 17, Tübingen:
Mohr Siebeck 1992, 237. As is well known, Weber distinguishes between an ethics of respon-
sibility (Verantwortungsethik), which looks at the consequences of an action, and an ethics of
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In the discussion of techno-ethical problems of responsibility in the face of AI
applications, the liability model of responsibility is indispensable. This involves
considering either who can be regarded as an agent in a particular constellation of
circumstances; whether AIs themselves should be considered agents; or whether
a human instance of responsibility should be preserved through a human-in-the-
loop. The question of who is responsible for an accident involving a self-driving
car ultimately asks who is responsible for the consequences, i.e. who is liable for
damages.

A well-known problem of the liability model is diffusion of responsibility.
As the complexity of attribution processes increases, partial responsibility of in-
dividual agents under certain circumstances becomes marginal. If every agent
involved could have acted otherwise, but her actions would not have averted the
consequences, no one’s actions can be deemed causally significant enough to
attribute responsibility to. Diffusion of responsibility can be used to highlight
briefly what the concern and benefit of a phenomenological approach to respon-
sibility are. A distinction can be made between horizontal and vertical diffusion
of responsibility. Both dimensions describe how complexity increases that re-
late either to the ability to influence a causal chain (horizontal) or to structural
constraints on the ability to act (vertical).

In the case of horizontal diffusion of responsibility, the possibility of allocation
or imputability dissolves due to a large number of agents involved. If a large
number of agents are involved in the occurrence of a consequence, we can speak
of diffusion of responsibility if the alternative action of one of the agents involved
would not prevent the occurrence of the consequence.7 None of the agents as an

attitude (Gesinnungsethik), which is concerned with intentions and principles. Insofar as the
consequences that the ethics of responsibility considers relate to the enforcement of a »cause«
(op. cit., 227), Weber makes it clear that the consequences to be considered ultimately relate to
the intentions that do not themselves fall within the scope of the assessment of consequences.
The fact that this »cause« is determined by in terms of its fundamental questionability and de-
terminability along lines of Nietzsche’s philosophy has already been pointed out several times,
vgl. WOLFGANG J. MOMMSEN, Max Weber and German Politics 1890–1920, Chicago and
London: University of Chicago Press 1984, 112; WENDY BROWN, Nihilistic Times. Thinking
with Max Weber, Cambrdige, MA: Harvard University Press 2023; EUGÈNE FLEISCHMANN,
De Weber à Nietzsche, in: European Journal of Sociology / Archives Européennes de Sociologie
/ Europäisches Archiv für Soziologie 5.2 (1964), 190–238; ZWI ROSEN, Max Webers Auffas-
sung der politischen Ethik, in: Tel Aviver jahrbuch für deutsche Geschichte XVII (1988), 323–
342. Weber’s critical positioning towards Nietzsche is highlighted by ETIENNE de VILLIERS,
Revisiting Max Weber’s Ethic of Responsibility, Tübingen: Mohr Siebeck 2018, 50.88.

7 An example for the current discussion is the attempt by L. Floridi to think of a »faultless
responsibility«, cf. LUCIANO FLORIDI, Faultless Responsibility. On the Nature and Allocation
of Moral Responsibility for Distributed Moral Actions, in: Philosophical Transactions of the
Royal Society 374.2083 (2016), URL: http: / /dx.doi .org/10.1098/rsta .2016.0112, see also:
HANNAH BLEHER/MATTHIAS BRAUN, Diffused Responsibility. Attributions of Responsibil-
ity in the Use of AI-Driven Clinical Decision Support Systems, in: AI and Ethics 2 (2022),
747–761. As the title suggest, Floridi addresses the problem of a complex situations of allo-
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individual is able to change the course of the causal chain, that leads to certain
consequences.

Answers to the horizontal diffusion of responsibility can, for example, con-
sist in reconsidering who is regarded as an agent. Thus, it makes a significant
difference whether only individual actors, a collective of actors or corporations
are considered agents. To meet this challenge, the discussion about attributing
agency to AIs is crucial. A clear benefit from the discussions around agency is
that it is highlighted how the liability model remains essential.8

In the case of vertical diffusion of responsibility, imputability dissolves due
to the impossibility of an agent in the causal chain to act differently.9 In the
case of vertical diffusion of responsibility, the economic and social structures are
set up in such a way that the influence of individual actors on the consequences
is severely limited. The vertical dimension of diffusion of responsibility thus
attempts to describe structural conditions of specific consequences. For this rea-
son, responsibility must not only listen to the demands of future generations as a
challenge to the present, but also name the structural injustices of the present that
result from past. These structures form an indebtedness that is neither allocatable
to a specific culprit in the past nor to a single agent who is perpetuating them in
the present. The liability model struggles to find ways to address these situations
for which nevertheless responsibility is demanded.

Especially in the context of AI governance, an extended notion of agency is
discussed in order to escape the problem of the attribution of responsibility to a

cation, in which it seems impossible that a single agent can be blamed as a culprit. Floridi’s
approach envisages that problems of diffusion of responsibility are distributed by »allocation«,
i.e. attribution, to the decisive nodes of a complex process – oriented towards the structure of
neuronal networks. While this and similar approaches are undeniably helpful from a pragmatic
point of view, they are neither able to address the aporia of »moral luck« (a node could only
be decisive because many ancillary processes judged to be insignificant have made it so) nor
prospective, resp. unallocable individual assumption of responsibility (as can be observed, for
example, in the Fridays for Future movement in the field of climate ethics), into its concept.

8 On this discussion, see the contribution of Christian Schwarke in this volume.
9 Cf. IRIS MARION YOUNG, Verantwortung und globale Gerechtigkeit. Ein Modell sozialer

Verbunderheit, in: Christoph Broszies/Henning Hahn (ed.), Globale Gerechtigkeit. Schlüssel-
texte zur Debatte zwischen Partikularismus und Kosmopolitismus, Berlin: Suhrkamp 2010,
329–369, 350–353 In her analysis of the economic and social structures of sweatshops in the
clothing industry, Iris Marion Young gives the example of higher factory workers who in prin-
ciple would have the possibility to act differently, but that even if they had objected, the conse-
quences to be averted would still have occured: Whether someone has to live in misery because
of bad working conditions and poor pay or because of unemployment does not make much
difference. This should not be understood as a blind excuse, but must be taken seriously, but by
no means accepted, as a fact of given institutional processes but also inherited social structures.
The scope for action can be limited by a lack of other realistic options, by the exercise of domi-
nation and violence, by other power processes, such as the shackling by a discursive power that
socially establishes as an institution those processes that limit the scope for action
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subject.10 However, even an extended notion of agency struggles to address the
structural requirements that vertical diffusion of responsibility can uncover. The
aim of explainable or responsible AI approaches is to avert undesirable conse-
quences or to make events that have occurred comprehensible in their genesis.
Structures, however, pose the problem that they are socially created and human
beings are exposed to them, but they did not create them themselves. A prudent
concept of responsibility should equally be able to take both into account: The
consequences as well as the structures in which consequences arise, have and
will have arisen.

Applied to current developments in the field of artificial intelligence, both
dimensions can be considered using two common examples. With regard to the
horizontal dimension of diffusion of responsibility (1), this loss of accountability
is often discussed concerning phenomena such as the so-called black box. With
regard to the vertical dimension, the bias problem can be cited, which perpetuates
unjust social structures (2).

(1) A black box problem of AI occurs when decisions, which were made by
algorithms, are no longer comprehensible (by standards of human reason).11 Be-
yond explainability this also poses a problem for responsibility. Users, program-
mers, etc. cannot explain the decisions made by the AI and therefore do not know
what an AI has done and why. To find the agent (e.g. the programmers, the users,
the companies, the training data, ...) that made the decision that led to specific
consequences often proves to be difficult if not impossible.

Explainability most commonly assumes that the responsible agent had the
necessary and understandable information at his disposal to make an informed
decision regarding the consequences of his actions.12 The attribution of conse-
quences to an accountable decision-maker is no longer given in decisions made
with the participation of artificial intelligence, which involves a black-box prob-
lem of sufficient complexity. Not only is there a lack of explainability, but it is
also not possible to identify an agent that could be determined as responsible by
the standard of allocation. Positively formulated, approaches such as Explain-
able AI are absolutely necessary, because they obtain a minimum of accountabil-

10 COECKELBERGH/LOH, Transformations of Responsibility in the Age of Automation:
Being Answerable to Human and Non-Human Others.

11 Cf. MARK COECKELBERGH, AI Ethics, Cambridge, MA: The MIT Press 2020, 117–123.
12 »Interpretability can act as an insurance that only meaningful variables infer the out-

put, i.e., guaranteeing that an underlying truthful causality exists in the model reasoning.«
ALEJANDRO BARREDO ARRIETA et al., Explainable Artificial Intelligence (XAI): Concepts,
taxonomies, opportunities and challenges toward responsible AI, in: Information Fusion 58
(2020), 82–115, 82; cf. likewise e.g. DONGHEE SHIN, The Effects of Explainability and Caus-
ability on Perception, Trust, and Acceptance. Implications for Explainable AI, in: International
Journal of Human-Computer Studies 146 (2021), 1–10, passim; ANDREAS HOLZINGER et al.,
Causability and explainability of artificial intelligence in medicine, in: WIREs Data Mining and
Knowledge Discovery 9.4 (2019), e1312, URL: https://wires.onlinelibrary.wiley.com/doi/abs/
10.1002/widm.1312, passim; COECKELBERGH, AI Ethics, 109–123.
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ity (and thus liability) through explainability. Yet, allocation and causality are
guiding principles for this approach.

If one consequently applies the criterion for the liability model of responsibil-
ity, that a decision-maker is determined by the fact that his relation to a causal
chain in case of omission of or intervention by means of an action, would have
significantly influenced the consequences of a process according, it follows that
in cases of horizontal diffusion of responsibility, no decision-maker and thus no
one responsible can be determined. In view of the black box problem, the at-
tributability of responsibility fails due to the diffusion of explainability.

(2) The vertical dimension of diffusion of responsibility describes how struc-
tural constraints (e.g. societal, hierarchical, power asymmetries, ...) limit the
(perceived) ability of agents to act. Thus, the vertical diffusion of responsibility
addresses the liability model’s criterion that agents could have acted differently in
a way that would have changed the outcome. In particular, social structures that
sustain injustices that call for responsibility are often unintentionally perpetuated
by our actions as the orders of the ordinary and the mundane.13

Here too, specific phenomena of digitality reveal an underlying problem. The
transmission and reinforcement of social structures are particularly problematic
but often unnoticed when these structures promote injustice. If the training data
from which AI learns contains biases, it will absorb and reproduce them. The
best-known examples of this are algorithms such as COMPAS, which was used
to convict suspected criminals in Florida, as Mark Coeckelbergh summarises:

According to a study by online newsroom ProPublica, the algorithm’s false positives (defen-
dants predicted to re-offend but who actually did not) were disproportionately black, and the
false negatives (defendants predicted not to re-offend but who actually re-offended) were dis-
proportionately white. Critics thus argued that there was a bias against black defendants.14

While such cases directly demonstrate that from AI applications real-world con-
sequences emerge, in other cases, social structures are less conspicuously perpet-
uated. For example, Emily Bender and Timnit Gebru 2021 criticised the current
development of natural language processing frameworks as GPT-3, for uncon-
trollably perpetuating various biases. The reason, according to Bender and Ge-
bru, is that the immense and unspecific amounts of data with which this artificial

13 This can be either approached with Heideggers description of »das Man« (MARTIN

HEIDEGGER, Sein und Zeit, 19th ed., Tübingen: Max Niemeyer Verlag 2006, 126–130) or
with Nietzsche, who addresses the underlying problem of the imputatio model of respon-
sibility with his critique of the »irresponsibility of everyone« (Unverantwortlichkeit Jeder-
manns), cf. FRIEDRICH NIETZSCHE, Menschliches, Allzumenschliches. I und II, ed. by Gior-
gio Colli/Mazzino Montinari, KSA 2, Berlin: Deutscher Taschenbuch Verlag de Gruyter 1988,
MA II, Nr. 81; KSA 2, 588; cf. FRANÇOIS RAFFOUL, The Origins of Responsibility, Bloom-
ington and Indianapolis: Indiana University Press 2010, 80–120; JACEK FILEK, Das Drama
der Verantwortung bei Nietzsche, in: Archiv für Begriffsgeschichte 43 (2001), 113–147.

14 COECKELBERGH, AI Ethics, 127–128.
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intelligence has been trained no longer allows human intervention in the selec-
tion.15

Gebru and Bender ultimately attribute the bias problem here to the fact that the
assignment and comprehensibility would become impossible due to the complex-
ity of the correlations. Thereby they dissolve the bias problem into a black box
problem, and collapse vertical into horizontal diffusion of responsibility, while
aiming to maintain liability and control.16 Yet, while being certainly practical,
this approach reveals two underlying assumptions: First, their demand for the
possibility of control shows that causality is essential to the underlying concept
of responsibility. What Bender and Gebru calling for is an algorithmic structure
that can be intervened in so that the result is different. Arguing for a smaller lan-
guage model is essentially arguing for a reduction in complexity. Secondly, what
is not addressed are those structures that are not noticeable precisely because they
are »ordinary« and »normal«. If a natural language model is to be regulated by
a set of normative rules – which are themselves, of course, not only ethical but
also political – then the potential for reproducing hidden normative orders, either
implemented or embedded in the training data, must be addressed by a prudent
concept of responsibility.

These two dimensions of diffusion of responsibility exemplify where chal-
lenges to the concept of responsibility exist. This does not mean that the impu-
tatio notion of responsibility, which emphasises accountability has lost its place,
importance, and relevance in the responsibility discourse. In particular, the forms
of dealing with both dimensions of diffusion of responsibility addressed above
show that it is possible to engage the current challenges by adjusting the im-
putatio-modell of responsibility. Yet, this model struggles to address structural
injustices and intergenerational justice.

It is precisely this dimension of responsibility, which cannot be based on
imputability, that is considered by the recent phenomenological investigations
on the topic of responsibility. The phenomenological perspectives bring forth
a prospective concept of responsibility that is not limited to a foreseeable and
calculable future, but attempts to conceptualise responsibility in the face of an
always contingent future.17

15 In the case of Chat-GPT, an easy-to-use platform based on an evolution of GPT-3, an
attempt was made to prevent the reproduction of offensive, malicious content. To train the
neural network to do this, a monitoring of results is carried out – in this case before Chat-GPT
is published by hundreds of clickworkers in low-cost labour countries, cf. BILLY PERRIGO,
OpenAI Used Kenyan Workers on Less Than $2 Per Hour to Make ChatGPT Less Toxic Jan. 18,
2023, URL: https://time.com/6247678/openai-chatgpt-kenya-workers/ (visited on 01/28/2023).

16 EMILY M BENDER et al., »On the Dangers of Stochastic Parrots. Can Language Models
Be Too Big?«, in: Proceedings of the 2021 ACM Conference on Fairness, Accountability, and
Transparency 2021, 610–623.

17 Fundamental to this are the works of Hans Jonas (HANS JONAS, Das Prinzip Verant-
wortung. Versuch einer Ethik für die technologische Zivilisation, Frankfurt a.M.: Suhrkamp
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Addressing the issue of a responsibility of the contemporaries towards future
generations presents itself as an inescapable task for current societies. In fact,

1979, cf. BUDDEBERG, Verantwortung im Diskurs, 47–88) and Emmanuel Levinas (cf. e.g.
EMMANUEL LEVINAS, Jenseits des Seins oder anders als Sein geschieht, 3. Auflage der Stu-
dienausgabe, Freiburg and München: Verlag Karl Alber 2011, 37–41). For a focus on the
concept of responsibility in Levinas and its relevance in the contemporary debates, cf. BUD-
DEBERG, Verantwortung im Diskurs, 145–204; RAFFOUL, The Origins of Responsibility, 163–
219; TOBIAS ZEEB, Verantwortung für das Gesetz. Überlegungen zur protestantischen Verhält-
nisbestimmung von Gesetz und Evangelium im Gespräch mit Emmanuel Levinas, in: Etica &
Politica / Ethics & Politics XXIII.1 (2021), 269–284. The grounding of responsibility here does
not lie in the fact that an attribution can take place according to certain (causal) criteria, but is
grounded in a claim that requires a response (responsio), cf. EMMANUEL LEVINAS, Totalität
und Unendlichkeit. Versuch über die Exteriorität, 5. Auflage, Freiburg and München: Verlag
Karl Alber 2014, 309. This expresses that it is essential to being human to be founded in an
original passivity as a responsible person. Ingolf U. Dalferth describes this in his contribution
Endlichkeit und Verantwortung, below 111–133, as deep-passivity . Cf. similarly STOELL-
GER, Verantwortung wahrnehmen als Verantwortung aus Leidenschaft, 36–37. In this passivity
the unavailability of the origin of responsibility is revealed. One always finds oneself already
placed in responsibility and does not choose to take on responsibility. Levinas thereby makes it
clear that responsibility here has its seat in a transcendence that takes place in the event of the
encounter between two persons: Before the responsible person can respond, he is already chal-
lenged to respond by the given relationship to the other. According to Levinas, the given nature
of this relationship bears the character of the ethical, because in this event, in which no answer,
no language and no common or antagonistic action has begun, the beginning is already given,
cf. BERNHARD WALDENFELS, Responsive Ethik zwischen Antwort und Verantwortung, in:
Deutsche Zeitschrift für Philosophie 58.1 (2010), 71–82. Further, the early theological anal-
yses of the concept of responsibility by Dietrich Bonhoeffer are central in this context. On
Bonhoeffer’s pioneering role in the phenomenological context, cf. BRIAN GREGOR, The Tran-
scendence of the Person. Bonhoeffer as a Resource for Phenomonology of Religion and Ethics,
in: Brian Harding/Michael R. Kelly (ed.), Early Phenomenology. Metaphysics, Ethics, and
the Philosophy of Religion, London: Bloomsbury 2016, 181–211; PAUL RICŒUR, The Non-
religious Interpretation of Christianity in Bonhoeffer, in: Brian Gregor/Jens Zimmermann (ed.),
Bonhoeffer and Continental Thought. Cruciform Philosophy, Bloomington and Indianapolis
2009, 137–155; ESTHER D. REED, The Limit of Responsibility. Dietrich Bonhoeffer’s Ethics
for a Globalizing Era, Edinburgh: T&T Clark 2018. On Bonhoeffer’s concept of responsibility,
cf. ESTHER D. REED, The Limit of Responsibility. Dietrich Bonhoeffer’s Ethics for a Glob-
alizing Era, Edinburgh: T&T Clark 2018; GUNTER M. PRÜLLER-JAGENTEUFEL, Befreit zur
Verantwortung. Sünde und Versöhnung in der Ethik Dietrich Bonhoeffers, Münster: Lit 2004;
STEVEN C. van den HEUVEL, Bonhoeffer’s Christocentric Theology and Fundamental Debates
in Environmental Ethics, Eugene: Pickwick 2017; PETER DABROCK, Responding to ›Wirk-
lichkeit‹. Reclaiming Bonhoeffer’s Approach to Theological Ethics between Mystery and the
Formation of the World, in: Kirsten Buch Nielsen/Ulrik Nissen/Christiane Tietz (ed.), Myster-
ies in the Theology of Dietrich Bonhoeffer. A Copenhagen Bonhoeffer Symposium, Göttingen:
Vandenhoeck & Ruprecht 2007, 49–80; PETER DABROCK, Wirklichkeit verantworten. Der
responsive Ansatz theologischer Ethik bei Dietrich Bonhoeffer, in: Wolfgang Nethöfel/Peter
Dabrock/Siegfried Keil (ed.), Verantwortungsethik als Theologie des Wirklichen, Göttingen:
Vandenhoeck & Ruprecht 2009, 117–158.
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– subject of 50, 52, 55, 77
– to future generations 137, 138, 140,

142, 146, 150
– to past generations 142, 143
robots 39, 40, 48, 111, 230
– sentient robots 36
– social robots 30

salvation 84, 87, 88
self-knowledge 96
subject
– human subjectivity 26
– liberal subject 30, 32, 33, 181
suffering 92, 111, 143, 160
– past suffering 143
superintelligence 117

technology impact assessment 213–220,
223–225, 230–232

– neutrality 215–220, 223–225, 231,
232

temporality 179–181, 186, 187, 190, 193
– ethical 186
theosis 81, 83, 84, 87–89, 91, 92, 94
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thrownness see digital thrownness
transcendence 10, 40, 112
transhumanism 82–85, 89, 90, 93, 94,

103, 104, 106, 112–115, 147
– etymology of 82
– Humanity+ 112
– Russian Transhumanist Movement 84
– transhumanist movement 81, 82
transparency
– of algorithms 43, 44, 49

utilitarianism 99–101

virtue 97, 105
vulnerability 27, 28, 30, 177–179, 184,

185, 191, 193

world image 66, 67, 69, 72, 73, 75
world-destroying violence 163
world-destructiveness 158, 161–163
worldcarefulness 156, 158–164, 171, 172
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